专业技能

熟悉Redis及其线程模型、持久化机制，熟悉缓存雪崩、穿透、击穿解决方案

待归档

Redis基础

Redis 通常应用于哪些场景？（简单）

Redis 和 Memcached 有哪些区别？（中等）

Redis 中常见的数据类型有哪些？（简单）

Redis 的 hash 是什么？（中等）

Redis 中跳表的实现原理是什么？（困难）

Redis 的 Lua 脚本功能是什么？如何使用？（中等）

Redis的数据结构有哪些，怎么实现的

字哈列集序位H地

字符串（String）： Simple Dynamic Strings实现，允许动态地扩展缩小长度

哈希表（Hash）：通过哈希值将数据分布到不同的槽位上，以提高查找效率。

列表（List）：双向链表结构实现。在两端执行插入和删除操作的效率高。

集合（Set）：哈希表结构实现，支持高效的添加、删除和判断元素是否存在的操作。

有序集合（Sorted Set）：跳表和哈希表结合。跳表提供有序性，哈希表提供快速查找。

位图（Bitmap）

HyperLogLog：用于估计基数（集合中不重复元素的数量）

地理空间索引（Geospatial Index）： ZSET的分数表示地理位置的坐标。

Redis为什么快？

内单非数持协

内存存储： Redis主要将数据存储在内存中，内存的读写速度远高于磁盘

单线程模型： Redis采用单线程模型，通过事件循环来处理多个客户端请求。避免了多线程之间的锁竞争，减少了上下文切换的开销。

非阻塞式 I/O： Redis使用非阻塞式的I/O操作，使得在进行网络通信和文件操作时，能够更好地利用系统资源，提高吞吐量。

高效的数据结构

持久化选项： Redis支持多种持久化选项，包括快照和追加式文件（AOF）。

优化的网络协议： Redis使用自定义的协议进行客户端和服务器之间的通信。这种协议是文本协议，易于理解和调试。同时，它也是二进制安全的，支持存储和传输任意类型的数据。

详细讲一讲IO多路复用

注册监听通知操作

Select poll epoll kqueue

1.定义：

IO多路复用它允许单一的线程同时监听多个IO通道上的事件。通过这种方式，一个线程能够有效地管理多个IO通道，从而减少线程的数量，提高系统的性能和资源利用率。如果一个IO通道上的IO操作是阻塞的，可能会影响整个IO多路复用的性能，因此通常建议使用非阻塞IO。

2.常见的IO多路复用机制：

select：通过select系统调用，允许程序监视一组文件描述符，一旦其中一个文件描述符准备好进行IO操作，就通知程序进行相应的读写操作。

poll：与select类似，但采用链表，避免了select中的文件描述符数量限制。

epoll：是Linux下效率最高的IO多路复用机制，使用红黑树实现高效的事件查找。epoll的性能随着文件描述符的增加而近乎线性增长，适用于高并发的场景。

kqueue：是BSD和macOS中的IO多路复用机制，与epoll类似，通过红黑树实现，具有高性能和可扩展性。

3. 工作流程：

程序通过IO多路复用调用（如select、epoll）将一组文件描述符注册到内核中。

内核监视这些文件描述符上的事件，当有IO事件发生时，通知应用程序。

程序通过遍历通知，找到准备好的文件描述符，进行相应的IO操作。

这样，一个线程就能够同时管理多个IO通道，而不需要为每个IO通道创建一个独立的线程。

Redis 消息队列

消息队列的选型，Kafka和RabbitMQ的区别，各自的应用场景

Kafka更稳定大规模

RabbitMQ更灵活易用

Kafka:

设计理念：

Kafka设计为分布式、高可用、持久化的消息系统。它的主要目标是提供高吞吐量、低延迟和容错性。

数据模型：

Kafka采用发布-订阅的模型，消息以主题（Topic）为单位组织。消息存储在分布式日志中，允许多个消费者并行消费。

可靠性：

Kafka强调消息的持久性，一旦消息被写入，就会被持久存储。它支持多副本复制，确保数据可靠性。

性能：

Kafka在高吞吐量和低延迟方面表现出色，特别适合大规模数据流处理。

适用场景：

日志收集与分析、事件溯源、大数据处理、实时数据流处理等。

RabbitMQ:

设计理念：

RabbitMQ设计为一个灵活、易用的消息队列系统。它提供多种消息传递模式，包括点对点和发布-订阅。

数据模型：

RabbitMQ支持多种消息传递模式，包括点对点、发布-订阅和路由。消息存储在队列中，每个队列有一个或多个消费者。

可靠性：

RabbitMQ提供可靠性传递，支持持久化消息。它可以通过不同的交换机类型和队列设置来实现不同的消息路由策略。

性能：

RabbitMQ在一般情况下表现良好，但相对于Kafka，它在处理大量数据和高吞吐量方面可能稍显逊色。

适用场景：

任务队列、点对点通信、发布-订阅、应用解耦等。

如何选择：

数据处理特点：

如果需要处理大规模的实时数据流、日志等，Kafka可能是更合适的选择。

如果强调消息传递的可靠性和灵活性，以及更广泛的消息模型，RabbitMQ可能更适用。

复杂性和易用性：

RabbitMQ通常被认为更易于入门和使用，适用于相对简单的消息场景。

可靠性需求：

如果对消息的持久性和数据不丢失有较高要求，Kafka可能更符合需求。

【简历】Redis线程模型

【简历】Redis持久化

Redis 的持久化机制有哪些？（中等）

Redis 在生成 RDB 文件时如何处理请求？（中等）

Redis 数据过期后的删除策略是什么？（中等）

Redis 中有哪些内存淘汰策略？（中等）

【简历】Redis 缓存

⭐【美团】讲一讲Redis的缓存三剑客的各种触发原因和解决办法？

Redis缓存穿透

穿透不存在：指查询一个不存在的数据，缓存中没有相应的记录，每次请求都会去数据库查询，造成数据库负载激增。

解决：

* 使用布隆过滤器，过滤掉不存在的请求，避免直接访问数据库。
* 对查询结果进行缓存，即使是不存在的数据，也可以缓存一个标识，以减少对数据库的请求。

Redis缓存击穿

击穿热点：指某个热点数据在缓存中过期，导致大量请求同时访问数据库，造成数据库负载激增。

解决：

* 使用互斥锁，确保同一时间只有一个请求可以去数据库查询并更新缓存。
* 热点数据永不过期。

Redis 缓存雪崩

多个雪崩：指多个缓存数据在同一时间过期，导致大量请求同时访问数据库，造成数据库负载激增。

解决：

* 采用随机过期时间策略，避免多个数据同时过期。
* 使用双缓存策略，将数据同时存储在两层缓存中，减少数据库直接请求。

⭐【美团】Redis的淘汰策略？

Redis 的内存淘汰策略一共有 8 种：

* **不开启数据淘汰**
* **开启数据淘汰**
  + **基于过期时间的淘汰策略**
  + **全部数据的淘汰策略**。

**不淘汰数据（默认）**：

* noeviction：当运行内存超过最大设置内存的时候，不会淘汰数据，而是直接返回报错禁止写入

**基于过期时间的淘汰**：

* volatile-random：随机淘汰掉设置了过期时间的 key
* volatile-lru（redis3.0之前默认策略）：淘汰掉所有设置了过期时间的，然后最久未使用的 key
* volatile-lfu（redis4.0后新增）：与上面类似，不过是淘汰掉最少使用的 key
* volatile-ttl：优先淘汰掉较早过期的 key

**全部数据的淘汰**：

* allkeys-random：随机淘汰掉任意的 key
* allkeys-lru：淘汰掉缓存中最久没有使用的 key
* allkeys-lfu（redis4.0后新增）：淘汰掉缓存中最少使用的 key

⭐【美团】为什么要用二级缓存？Redis如果是分布式的话你害怕过期的话，把过期时间设置的长一点不就可以了吗？

内存消耗、过期数据无法即时清理、不必要的数据存活：如果将过期时间设置得过长，那么数据会在 Redis 中存活更长时间，这会导致 Redis 中存储的数据量过大，增加内存压力。长时间存在的数据有可能并不是当前请求所需要的数据，从而浪费内存资源。

Redis 会定期进行过期键的清理工作（如使用惰性删除和定期删除两种方式），但这些过期数据并不会立刻被清理。如果你设置过长的过期时间，过期的数据会继续占用内存，直到 Redis 自动进行清理，可能会影响性能，尤其是在内存较小的 Redis 实例中。

对于很多应用场景来说，数据的有效性通常有一定的生命周期，如果只是通过设置较长的过期时间来解决问题，可能会导致一些不再需要的数据仍然占用缓存资源，而这部分数据可能早已不再有意义。

缓存一致性：在分布式系统中，多个 Redis 实例可能会有不同的过期时间配置。如果你的数据在多个节点之间共享，长过期时间可能会导致一致性问题，尤其是在数据更新频繁的场景中。长时间的缓存存活会导致缓存与数据库之间的数据不一致，进而影响最终用户的体验。

加了过期时间的LRU缓存，缓存里的内容x秒后会过期，如何实现

实现带有过期时间的LRU（Least Recently Used）缓存通常需要结合两个主要概念：LRU算法和定时过期。以下是一个简单的Python示例，使用collections.OrderedDict来实现LRU缓存，并通过定时任务来处理过期时间：

这个示例中，LRUCacheWithExpiration类继承自OrderedDict，通过使用OrderedDict的有序字典来实现LRU缓存，同时通过定时任务检查过期时间并清理过期的缓存项。注意，这里使用了一个简单的线程来定期清理过期项，你可能需要根据实际需求进行调整，例如使用定时器、协程等机制。

Redis 性能与优化

为什么 Redis 设计为单线程？6.0 版本为何引入多线程？（中等）

Redis 的 Pipeline 功能是什么？（中等）

Redis 中的 Big Key 问题是什么？如何解决？（中等）

如何解决 Redis 中的热点 key 问题？（中等）

Redis集群（Cluster）

⭐【美团】了解Redis分布式的部署方法吗？了解主从集群搭建吗？

⭐【美团】Redis集群部署有哪些方式？

Redis 主从复制的实现原理是什么？

Redis 的主从复制是指一个 Redis 实例（主节点）可以将数据复制到一个或多个从节点（从节点），从节点从主节点获取数据并保持同步。

**复制流程**：

* **连接**：从节点通过向主节点发送 PSYNC 命令建立连接。
* **全量复制**：如果是第一次连接或之前的连接失效，从节点会请求全量复制，主节点将当前数据快照（RDB文件）发送给从节点。
* **增量复制**：全量复制完毕后，主从之间会保持一个长连接，主节点会通过这个连接将后续的写操作传递给从节点执行，来保证数据的一致。

Redis 集群的实现原理是什么？

简单来说，集群就是通过多台机器分担单台机器上的压力。

Redis 集群（Redis cluster）是通过多个 Redis 实例组成的，每个实例存储部分的数据（即每个实例之间的数据是不重复的）。

具体是采用哈希槽（Hash Slot）机制来分配数据，将整个键空间划分为 16384 个槽（slots）。每个 Redis 实例负责一定范围的哈希槽，数据的 key 经过哈希函数计算后对 16384 取余即可定位到对应的节点。

客户端在发送请求时，会通过集群的任意节点进行连接，如果该节点存储了对应的数据则直接返回，反之该节点会根据请求的键值计算哈希槽并路由到正确的节点。

Redis 集群会出现脑裂问题吗？

Redis 集群存在脑裂问题风险，特别是在**网络分区**的情况下，可能会导致同一集群内出现多个主节点，导致数据不一致。

在 Redis 集群中，如何根据键定位到对应的节点？

Redis 集群将数据分布到 16384 个哈希槽（slots） 中，每个键通过CRC16 哈希函数计算键的哈希值，然后对 16384 取模，得到哈希槽编号（范围是 0 到 16383）。

为什么需要 Redis Cluster？解决了什么问题？有什么优势？

Redis Cluster 是如何分片的？

为什么 Redis Cluster 的哈希槽是 16384 个?

如何确定给定 key 的应该分布到哪个哈希槽中？

Redis Cluster 支持重新分配哈希槽吗？

Redis Cluster 扩容缩容期间可以提供服务吗？

Redis Cluster 中的节点是怎么进行通信的？

Redis哨兵（Sentinel）

Redis 的哨兵机制是什么？

**Redis 的哨兵机制（Sentinel）** 是一种高可用解决方案

主要功能包括：

* **监控**：哨兵不断监控 Redis 主节点和从节点的运行状态，定期发送 PING 请求检查节点是否正常。
* **自动故障转移**：当主节点发生故障时，哨兵会选举一个从节点提升为新的主节点，并通知客户端更新主节点的地址，从而实现高可用。
* **通知**：哨兵可以向系统管理员或其他服务发送通知，以便快速处理 Redis 实例的状态变化。

什么是 Sentinel？ 有什么用？

Sentinel 如何检测节点是否下线？主观下线与客观下线的区别?

Sentinel 是如何实现故障转移的？

为什么建议部署多个 sentinel 节点（哨兵集群）？

Sentinel 如何选择出新的 master（选举机制）?

如何从 Sentinel 集群中选择出 Leader ？

Sentinel 可以防止脑裂吗？

Redis 事务与分布式锁

⭐【美团】论坛项目里面的维护帖子的排行的Zset如果数据量很大应该怎么办，取数据花的时间比较长，怎么办？

⭐【美团】Redis分布式锁的实现原理

⭐【美团】在主从集群上使用setnx分布式锁，可能会有哪些问题，怎么解决？

Redis 支持事务吗？如何实现？（中等）